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Abstract—In recent times we have seen a trend of having the
ideologies of the two dominant political parties in the U.S. grow-
ing further and further apart. Simultaneously we have entered
the age of big data raising enormous interest in computational
approaches to solve problems in many domains such as political
elections. However, an overlooked problem lies in predicting what
happens once our elected officials take office, more specifically,
predicting the congressional votes, which are perhaps the most
influential decisions being made in the U.S. This, nevertheless, is
far from a trivial task, since the congressional system is highly
complex and heavily influenced by both ideological and social
factors. Thus, dedicated efforts are required to first effectively
identify and represent these factors, then furthermore capture
the interactions between them. To this end, we proposed a
robust end-to-end framework Multi-Factor Congressional Vote
Prediction (MFCVP) that defines and encodes features from
indicative ideological factors while also extracting novel social
features. This allows for a principled expressive representation
of the complex system, which ultimately leads to MFCVP making
accurate vote predictions. Experimental results on a dataset
from the U.S. House of Representatives shows the superiority of
MFCVP to several representatives approaches when predicting
votes for individual representatives and also the overall outcome
of the bill voted on. Finally, we perform a factor analysis to
understand the effectiveness and interplay between the different
factors.

I. INTRODUCTION

Recently there has been an enormous interest in computa-
tional approaches to solve political science related problems,
especially in relation to political elections and congressional
voting. With the seemingly ever-growing tension between the
two dominant political parties in the U.S. [1], congressional
representatives are receiving immense social pressure towards
blindly following their political party and associated leaders.
However, due to the nature of some representatives refusing to
give up their beliefs and ethical grounds, they sometimes vote
against their party or cast no vote; thus resulting in a highly
complex system.

Although knowing the voting behaviors in the congressional
system are undoubtedly complicated, we must remain diligent
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towards the goal of being able to predict them. If we can
construct better vote prediction models, we could utilize this
information to better inform the public of the real intentions
of those running for re-election on upcoming critical issues.
Similarly, congressional leadership could utilize these models
for specifically targeting potential swing voters. Thus, although
the path to overcome the associated challenges might at
first not be clear, we must continue the efforts towards the
development of such a framework.

As previously mentioned, congressional voting is a compli-
cated process and influenced by various factors. We recognize
and identify two sets of effective factors. The first set being
ideological factors, which are well recognized to play an
important role in the U.S. congress [2], [3] and come from
both the congressional representatives as well as the ideology
of the bills, whose values and beliefs are woven deep into the
content of the bills. The second set of influential factors are
social factors and are in relation to 1) the party affiliations
of representatives, and 2) how their past voting recording
intertwines with other representatives. In relation to the first
social factor, it is well known that representatives in the U.S.
Congress are polarized [1], [4]–[7]; and thus likely to follow
their political affiliation when casting their votes (although
not all the time). As for the second social factor, we propose
the voting records to be modeled as a signed bipartite social
network (i.e., contains both positive and negative connections)
between the representative and the bills [8], which opens the
door to extracting a plethora of novel predictive features.

In this paper, we press onward to embrace the opportu-
nities and challenges of congressional vote prediction. To
achieve this, we propose an end-to-end framework Multi-
Factor Congressional Vote Prediction (MFCVP). The pro-
posed framework MFCVP first utilizes Wikipedia (https://
www.wikipedia.org/) pages of the representatives to learn an
embedding that encodes ideological information associated
with each representative. As for bills, we use their texts
to directly learn an embedding that encodes their semantic
ideological information. Next, we utilize signed network anal-
ysis to first construct a bipartite voting network between the
representatives and the bills, followed by harnessing powerful
signed social theories to construct novel features. Finally,
all the extracted features coming from multiple factors are
combined to be utilized for vote prediction (details will be
presented later). Our main contributions are as follows:

• We construct a principled solution to capture the different
aspects of congressional voting behaviors by extracting
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TABLE I: Notations.
Notations Descriptions
R The set of representatives.
B The set of past roll-call votes and their bills.
V The set of past votes R gave on B.
B̃ The set of future roll-call votes and their bills.
Ṽ The future votes we seek to predict.
ti The representative ri when they are voting.
sj The sponsor of bill bj .
cj The set of cosponsors for the bill bj .

vij(ṽij) The vote associated with voter ti on bill bj (b̃j ).

information from multiple important factors associated
with the political voting system and constructing novel
features to gain better vote predictions.

• Extensive experiments are conducted to show the effec-
tiveness of MFCVP for predicting individual representa-
tive votes and the overall outcome of the roll-call vote
for new incoming bills and furthermore we perform an
analysis of the impact each factor has in our framework.

The rest of the paper is organized as follows. In Sec-
tion II, we formalize the problem of predicting individual
congressional representative votes and define needed notations.
Section III introduces our end-to-end multi-factor framework
followed by experiments in Section IV. Related work is then
discussed in Section V and finally we conclude the paper in
Section VI.

II. PROBLEM STATEMENT

To introduce the problem, we first denote the set of
n representatives as R = {r1, r2, . . . , rn}. We let B =
[b1, b2, . . . , bm] denote the sequence of bills associated with
the past m roll-call votes for which we know the voting
outcomes. These voting outcomes are denoted in the set
V = {vij |ri voted on bill bj} and vij ∈ {+,−, o}, which
denotes a “yea”, “nay”, or “present”/“no vote”, respectively.
Furthermore, we have the sequence of m̃ future roll-call
bills denoted as B̃ = [b̃1, b̃2, . . . b̃m̃]. The sequence B̃ has
corresponding votes Ṽ = {ṽij |ri will vote on bill b̃j} which
we seek to predict . Lastly, we denote any additional contextual
feature or those extracted from the past votes as the set X .
Note that these notations and others used throughout the paper
can be found in Table I.

With the above definition we can formally define the con-
gressional vote prediction problem as follows:

Given a set of congressional representatives R, a sequence
of past roll-call votes on the bills B having associated votes
V , features X , and a future sequence of the upcoming roll-call
votes on the bills B̃, we seek to learn a model F as follows:

F : {R,B,V,X , B̃} → Ṽ (1)

III. THE PROPOSED FRAMEWORK

For congressional vote prediction, we must overcome the
challenges of how to represent the underlying factors in-
fluencing the voting system and how to handle this added
complexity introduced by incorporating multiple factors. To
address these we propose the end-to-end framework Multi-
Factor Congressional Vote Prediction demonstrated in Fig-
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Fig. 1: The proposed Multi-Factor Congressional Vote Predic-
tion framework (MFCVP)

ure 1. In this section, we first explain how different factors
are represented through both learning embeddings and con-
structing novel hand-crafted features. Thereafter, we discuss
how the representations of different factors are combined and
used for the vote classification.

A. Ideology Factors

The first set of factors is ideology factors. It is without a
doubt that representatives’ ideology and ideological informa-
tion reflected in a bill are influencing how a voter will vote on
a bill. To effectively and comprehensively represent ideology
factors in our framework, we recognize and propose the use of
two other entities (besides a bill and a voting representative)
which are associated with ideology factors, namely the sponsor
and possible cosponsor(s). These two entities are essentially
representatives who construct and promote a bill. Hence, we
seek to learn representations about the beliefs and values of
the voters, sponsors, and cosponsors, along with those that are
present in the bills.

To represent the representatives, many previous works fo-
cused on ideal point models [2], [9], [10]. Nevertheless, ideal
point methods require many assumptions about voter behaviors
which are inherently highly complex, so instead, it seems
more natural and reasonable to extract a vector representation
from the raw data [3], [5] (e.g., Wikipedia pages that are
collectively written about the representative from the large
online community). Furthermore, extracting vector representa-
tions are practically more feasible than attempting to compute
ideal points [2] which are also open for biases in their human
construction. Given the more recently developed deep models
for extracting meaningful representations for text documents,
we propose to utilize doc2vec [11] as an efficient embedding
method to represent the ideological factors. Doc2vec has
shown significant improvement in many approaches [12], [13].

We use Wikipedia pages to learn a representation for each of
the congressional representatives using doc2vec as illustrated
in Figure 1. We combine all textual information about a rep-
resentative from their Wikipedia profile page as a single docu-



ment. Then, we train a doc2vec model which learns a compact
embedding about each entire document (i.e., a representative’s
Wikipedia page) encoding the semantic information about a
representative including their political ideology. Due to the fact
that voters, sponsors, and cosponsors are all representatives,
we utilize the same representation obtained through the learned
embeddings of our trained doc2vec model (i.e., the doc2vec
model fed with Wikipedia pages of representatives) as the
ideology factors for the representative in all three roles. We
should emphasize that in our experiments we utilize historical
Wikipedia pages to ensure there is no data leakage.

The usefulness of Wikipedia is that this ideological per-
spective is less susceptible to biases or falsehoods since it is
maintained by a large community. However, other data sources
could be used to obtain the ideological representation, such as
the generated content of voters on social media (e.g., their
tweets on Twitter (http://www.twitter.com) or their campaign
financial information as to which organizations are supporting
them. We leave connecting other sources of data about the
congressional representatives as one future work. Finally, we
let Eti , Esj , and Ecj denote embeddings of the voter ti ∈ R,
the sponsor sj ∈ R sponsoring the bill bj ∈ B ∪ B̃, and the
cosponsor sj ∈ R cosponsoring the bill bj ∈ B ∪ B̃ for the
votes vij ∈ V ∪ Ṽ .

The textual content of the bill offers very essential infor-
mation. In fact, the text of a bill reflects both the conscious
and sometimes even subconsciously instilled ideologies of
the sponsor and cosponsors who prepared it. Therefore, it
is of great importance to effectively represent the semantic
information about a bill in a compact and efficient way. To
achieve this, similar to our embeddings for the representatives,
we utilize a doc2vec model to represent the bills, where each
bill’s textual data (after some preprocessing) is considered as
a document. Let Ebj be the learned embedding of the bill
bj ∈ B ∪ B̃. Note that we train the bill doc2vec model on B.

We can now succinctly represent the set of embedded
ideological features that we will utilize when considering
the relation between a voter ti and a bill bj (along with
their sponsor and cosponsor(s), sj and cj , respectively) as
Eij = {Eti , Ebj , Esj , Ecj}.

B. Social Factors

Having discussed the ideological factors that get incorpo-
rated into MFCVP, here we discuss the more novel social
factors (with an emphasis on the network features) that have
been commonly overlooked by previous methodologies and
analyses in relation to the predictions and understanding of
congressional votes. We propose to categorize these social
factors into two main groups as follows: 1) political party
affiliation features, and 2) features coming from the network
constructed from the past voting records. Next we discuss
these two feature categories.

1) Party Features: The inspiration of these features for our
proposed framework comes from the fact that sometimes there
is an influence coming from voters of a political party to cast
their votes aligned with the party’s interest.

(a) NB
tisj

(b) NS
tisj

Fig. 2: Illustrations of the signed network features.

Given a single vote vij made by voter ti on bill bj that was
sponsored by sj and cosponsored by the set of representatives
cj , we construct the corresponding features Pti , Psj , and
Pcj to represent their party affiliations, respectively. More
specifically, Pti and Psj are one-hot vectors indicating the
affiliated party of the voter and sponsor, respectively. Then
for the set of cosponsors cj we obtain the distribution of
the cosponsors across the party affiliations. Note that if there
are no cosponsors, we simply use a vector of zeros for Pcj .
These three features are represented in the set of features
Pij = {Pti , Psj , Pcj}.

2) Network Features: Typical network representations that
are used for congressional voting records are the two one-mode
networks coming from a bipartite network which ultimately
separates and/or condenses the “yea” and “nay” votes [14].
However, this is inherently destined to lose drastic amounts
of vital information that could have perhaps been extracted if
using network analysis techniques that incorporate the “yea”
and “nay” votes simultaneously. Therefore, we propose a more
advanced representation - signed bipartite network.

Let G = {{R ∪ B},V} denote the signed bipartite network
that is constructed using the set {R ∪ B} of n + m nodes
(i.e., the representatives and bills), and set of links (i.e., votes
V) between them where we treat “yea”, “nay”, and “no vote”
as a positive, negative, and non-existent link in the signed
network. Now, given that we have modeled the voting history
in the form of a signed network, we can utilize signed social
theories to extract insightful features. More specifically, we
utilize balance theory, which colloquially can be summarized
as “a friend of a friend is a friend” while “an enemy of a
friend is an enemy” [15], [16].

The first set of features we construct when considering the
relationship between a voter ti and a bill bj can be seen in
Figure 2a. We can observe that we want to extract information
on how the voter ti and the sponsor sj have interacted together
on other bills bk to gain information on how ti might vote
on the current bill bj . We note that there can be 9 possible
situations when considering the triplet (ti, bk, sj), since both
ti and sj can have either a positive, negative, or no link to
the other bills bk ∈ B\{bj}. We utilize this information to
construct a feature vector NB

tisj that represents the distribution
over the nine aforementioned possibilities where the triangles
involving an even number of negative links are adhering to
balance theory. The distribution over the number of balanced
and unbalanced triangles along with the number of open
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structures (i.e., those involving at least one “no link”) should
provide great insight for our model to discover the patterns
related to this fundamental social theory. Signed triangle
distributions have also recently been used in benchmarking
generative signed network models [17], since they hold such
rich information about a signed network.

We note that these features are similar to the ones utilized
in the seminal work [18] that focused on building a supervised
model to predict the missing sign between ti an sj , but here
we use sj as a proxy for their introduced bill bj . This relates to
balance theory because the signed social theory would suggest
that if ti has voted equally to sj (i.e., vik = vjk), then it is
likely that ti should think positively towards bj . Similarly, we
construct a feature vector NB

ticj where instead of using sj , we
obtain the average over the cosponsors in the set cj .

We furthermore extract the second type of feature from
our constructed signed network. In the first network feature
(described before), we sought to discover how the overall
distribution of balance between the votes from the voter ti and
the current sponsors and cosponsors (i.e, sj and cj) towards
the rest of the bills bk. However, unlike the first features, here
we want to directly observe how ti has interacted on the bills
sponsored by sj or sponsored by someone in cj (i.e., a more
personalized set of social features), which is related to the
polarity of their interactions in the signed network [19]. In
Figure 2b we show an illustration for how we construct the
feature vector NS

tisj having length 3. Given the fact that we
want to extract information about how ti might vote on bj ,
we observe the distribution over the three possible votes (i.e.,
positive, negative, or no link in terms of the signed network)
that ti has given to all other bills bsj that were also sponsored
by sj . Similarly, we construct the feature vector NS

ticj , but
rather than observing the vote distribution over the set of bills
bsj , instead, we average over bcj , which denotes the set of bills
sponsored by the cosponsors cj (who has cosponsored bj).

Finally, we construct the full set of network features Nij =
{NB

tisj , N
B
ticj , N

S
tisj , N

S
ticj}, where |Nij | = 24. Note that these

network features are in fact general and if given additional
context (e.g., the connections between the voters, sponsors,
and cosponsors on Twitter), we could easily extend these ideas
to obtain a larger social context between the representatives;
we leave this as future work along with the use of advanced
signed network embeddings [20].

C. Classification

Now that we have discussed all the features coming from
multiple factors, we next discuss how we can utilize them
together for training a model for congressional vote prediction.
We note that our framework is flexible in that the choice of the
classifier is not fixed and can be chosen based on the desired
outcome. One choice is to utilize a random forest [21] since it
is typically an easy off-the-shelf model to train and also have
the added benefit of being interpretable. More specifically,
feature importance can be calculated from this model that
can give insight into which features are more important for
the correct classification of the votes (this will be shown

TABLE II: Dataset Statistics.
113th House of
Representatives

Total
Dataset

Train
(80%)

Dev.
(10%)

Test
(10%)

# roll-call votes 499 400 49 50
# total

“Yea” votes 137,926 110,882 12,407 14,637

# total
“Nay” votes 68,487 54,874 7,790 5,823

# total
“Present”/No votes 8,929 6,934 902 1,093

in Section IV-E). Another choice could be made to utilize
the power of deep learning [22] for obtaining perhaps better
performance in prediction, but losing the ease of interpretation
(although we note that interpreting deep neural networks is a
current hot topic field in itself). In this work, we utilize both
random forest and a deep neural network as classifiers.

IV. EXPERIMENTS

To evaluate the performance of the proposed framework
MFCVP, we conduct a set of experiments for predicting
individual representative votes and the overall outcome of the
roll-call vote for a set of new incoming bills when giving a
training set of historical information. Through the conducted
experiments, we seek to answer the following research ques-
tions:

Q1. How does the proposed framework perform on congres-
sional vote prediction?

Q2. How different factors contribute to the congressional
vote prediction?

Next, we describe the dataset followed by experimental set-
ting. Then, we describe the baselines methods and comparison
results. We conclude this section by presenting experiments
and discussions on factor analysis.

A. Data

For our experiments, we have focused on the 113th U.S.
Congress House of Representatives. We collected the roll-
call vote data along with the sponsor, cosponsor, and party
affiliation from the Govtrack database (https://www.govtrack.
us). After obtaining this dataset, we filtered out the roll-call
votes not associated with a bill, joint resolution, concurrent
resolution, or a simple resolution; for example, roll-call votes
related to amendments are not included in our dataset. We
obtained ideological embeddings for each of the bills based
on the bill’s text, which we obtained from the Library of
Congress (https://www.congress.gov). Ultimately, we split the
dataset chronologically into three sets i.e., a train set, a dev
set, and a test set as shown in Table II. The training set is
constructed with roughly the first 80% of the roll-call votes and
all happened before March 5, 2014. Thus, as we mentioned
before, to ensure no data leakage, we searched the historical
Wikipedia profile pages for each of the representatives to find
the date closest to but before March 5, 2014; this data was
then collected and used to obtain our ideological embeddings.

B. Experimental Settings

First, we obtain the results for the prediction of individual
representative votes. Next, we utilize these individual vote
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predictions to get the aggregated prediction as to whether the
roll-call vote will pass or fail (which is the overall outcome of
the roll-call vote). Since our MFCVP framework is flexible
in utilizing different classifiers, we utilize a random forest
and a deep neural network. For random forest we utilize the
scikit-learn library (https://scikit-learn.org) and we used the
PyTorch library (https://pytorch.org) for our neural network
implementation. We denote these two as variants of our frame-
work as MFCVP_RF, and MFCVP_NN, respectively. For the
random forest, we use the library default settings. For the deep
neural network model (see Figure 1), we employ a multi-layer
fully connected network with Leaky ReLU (Rectified Linear
Unit) [23] as the non-linear activation function. Hyperparame-
ters are set by the grid search via evaluating the framework on
the dev set. Using the grid search, the number of layers is set
to 5 with 100 hidden units and no regularization is utilized.
We utilize ADAM [23] as the optimization algorithm whose
learning rate starts from 0.01 and is adjusted dynamically
every 100 optimization steps with the decay rate of 0.9. Each
simulation is run 2000 steps with the batch size of 100 votes at
each step. The embedding size of doc2vec model is set to 50.
We repeat each simulation five times and report the average
F1 score and accuracy in regards to the test set. Our code and
data are available at https://github.com/DSE-MSU/MFCVP.

C. Baselines

To show the effectiveness of our proposed framework
MFCVP, we present a set of baseline congressional vote
prediction methods and discuss why we have selected these
baselines from a political standpoint.

Random Guess: This method performs a random guess
when presented with a vote ṽij ∈ Ṽ to predict for voter ti
on a future bill b̃j . The random guess is based on the class
distribution of “yea”, “nay”, and “no vote” from the set of
past votes V . This method is selected to just give context into
how difficult this problem is as compared to the most naı̈ve
approach.

Personalized Random Guess: Extending the Random
Guess method, here rather than a global class distribution,
we extract a personalized class distribution for each voter. In
other words, to guess the vote ṽij ∈ Ṽ we extract the class
distribution from the set {vik|∀bk ∈ B and vik ∈ V}. This
method is used to test if indeed individual voters have their
own unique patterns in terms of their vote distribution (e.g.,
one representative might abstain and not vote significantly
more often than another).

Party Voter: This method forces all the representatives to
vote aligned with the political parties. More specifically, for
predicting a vote ṽij ∈ Ṽ if the voter ti has the same party
affiliation of the sponsor s̃j of bill b̃j , then we predict “yea”
and otherwise we predict “nay”.

Sponsor Biased Voter: Given a vote ṽij ∈ Ṽ to
be predicted, first the sponsor s̃j is obtained from b̃j ,
and then we obtain the set of all past votes {vik|vik ∈
V and s̃j is the sponsor of bk ∈ B}. This represents the votes
that voter ti has given on past bills bk that were also sponsored

Fig. 3: Performance evaluation of the proposed MFCVP
framework on predicting individual representative votes when
compared against the baseline methods.

by s̃j and we choose the highest vote type over the class
distribution. The Sponsor Biased Voter does not necessarily
adhere to the political affiliation when voting, but they base
their vote on their past experiences with the sponsor of the
current bill. In other words, if they have liked (i.e., voted
“yea”) the past bills of this sponsor, then they will again vote
“yea”, having similar reasoning for voting “nay” or “no vote”
on a bill.

Top-K Bills: When seeking to predict the vote ṽij ∈ Ṽ
this method first obtains the ideological bill embedding Ebj

and then finds the closest K bills bk ∈ Bk based on their
embeddings Ebk . Top-K Bills method solely bases their vote
on the ideological factors of the proposed bills text. That is
to say, predicting the votes using the Top-K Bills method
ignores all direct or indirect party affiliations and allows the
voter to cast their vote only based on their ideologies. To
select hyperparameter K, we varied the value of K in the set
{1, 3, 5, 8, 10, 20, 30} while predicting on the dev set; which
resulted in K = 8 being the best performing value. We utilized
the Euclidean distance for determining the closest K bills
based on their embeddings.

D. Comparison Results

To answer the research Q1, we compare the proposed
framework MFCVP with the representative baselines for both
the local individual representative vote level and also for
the global overall roll-call vote. Similar to MFCVP variants,
we repeat the Random Guess, Personalized Random Guess
methods 5 times and report the average F1 score and accuracy
(since they are non-deterministic methods).

1) Individual Representative Vote Predictions: The results
are shown in Figure 3. Based on the results presented in this
figure, we make the following observations:

• Among the baselines methods, sponsor voter approach
outperforms the others. This shows the fact that the
historical relations between a voter and sponsor have a
significant impact on determining the vote status of a
voter for an upcoming bill. Further, as described before,
our proposed framework, unlike sponsor voter method,
incorporates these relations in a sophisticated way by
extracting more principled features from the constructed
signed network.
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Fig. 4: Performance evaluation of the proposed MFCVP
framework on predicting the overall roll-call vote outcome
when compared against the baseline methods.

• Comparing Top-K bills method with party voter, we can
note that the content of a bill is more important than
blindly voting based on a bill’s sponsor party. In fact,
the low performance of party voter method supports the
argument that despite the polarized voting behavior of the
U.S. Congress, some representatives adhere to their prior
beliefs and ideology instead of merely always voting with
or against a proposed bill based on the sponsor’s political
affiliation.

• Personalized random guess outperforms the random
guess. This is not surprising, as personalized random
guess incorporates, not effectively though, the prior his-
tory of how a representative voted on past bills.

• The variants of the proposed framework MFCVP out-
perform all baselines methods and in some cases very
significantly. This framework, in a comprehensive and
sophisticated manner, incorporates various influencing
political factors associated with congressional voting.
Although MFCVP_NN achieves slightly better perfor-
mance than MFCVP_RF, we opt to use the random forest
for the rest of experiments since it provides with more
interpretable insights into the proposed factors.

Therefore, from a local congressional vote perspective, this
shows that MFCVP can be utilized as a reliable congressional
vote prediction framework. Next, we investigate the global
predictions as to whether MFCVP can accurately detect when
a proposed bill will pass or fail.

2) Overall Roll-call Vote Predictions: Here, we utilize the
predictions from the local level (i.e., the individual represen-
tative vote predictions) to obtain the overall global roll-call
vote outcome of whether the bill will pass or fail. The results
are shown in Figure 4. Based on the results presented in this
figure, we make the following observations:

• The first observation is that although the personalized
random guess performed worse than the party voter
for determining individual representative votes, here it
significantly outperforms the party voter method. This
means that for individual representative votes the better
predictor is based on their political party. However, when
aggregating all representative votes to the prediction of
whether the bill with pass/fail, using the representatives
previous voting patterns is better than just considering
their party.

• Next we observe a similar swap in that the Top-K bills

is now outperforming the Sponsor Voter model. This
is interesting since it implies that the overall pass/fail
decisions for roll-call votes are happening more likely
due to the correlation the voted upon bill has with past
similar bills as compared to the relationship all the voters
have with the sponsor of the bill. More specifically, this
indicates two phenomena: 1) the representatives are quite
stable in their ideologies; and 2) when averaged out, the
prediction of whether a bill will pass or fail is better
predicted through the representatives history according
to the bill content as compared to their relation to the
sponsor of the proposed bill.

• Although the MFCVP_ NN is better able to predict the
local individual representative votes better, it is likely to
have slightly overfit the training data (since the models
were trained on the local voting patterns) and thus cannot
generalize as well when aggregated to the global level.
However, when pairing the random forest model with our
MFCVP framework (i.e., MFCVP_ RF), we see it enjoys
a better generalization over the neural network variant.

Therefore, based on the results for both the local individual
representative predictions as well as the global pass or fail
aggregated predictions for the proposed bills, it is clear that our
MFCVP framework is a superior and effective methodology
for predicting the congressional votes.

E. Political Factor Analysis

The research question Q2 is concerned with the contribution
of political factors for congressional vote prediction. To answer
this question, we conduct some experiments for the local indi-
vidual representative congressional vote prediction. We focus
our attention on using the random forest (i.e., MFCVP_RF ) as
it provides us with feature importance values in an explainable
manner.

First, we compute the importance of the three essential
factors in our framework i.e., ideological, network and party
factors (the latter two are social factors) using the Gini
importance [24]. Figure 5 shows the importance of these three
factors where Embeddings indicate the contribution of ideo-
logical factors. Based on this figure, we make the following
observations:

• Embeddings (i.e., ideological factors) are the most im-
portant features in individual vote prediction. This shows
that ideological factors play a central role in determining
a vote cast on a bill and many representatives adhere to
their ethics and beliefs.

• Quite interestingly, network features turn out to be very
important. This indicates 1) the interactions and connec-
tions among U.S. House of Congress representatives have
a significant bearing on the voter’s voting behavior, and
2) any political vote prediction should not merely focus
on ideological factors and avoid overlooking the role of
social networks established among representatives and
their historical votes, since it is quite effective in vote
prediction.



Fig. 5: Feature analysis when aggregating per feature category
using the feature importance values from MFCVP RF.

• In line with the performance of the Party Voter baseline
(see Figure 3), party features have an inconsequential
effect on individual vote prediction. This is politically
reassuring as representatives do not submissively follow
the inclination of the political party of a bill’s sponsor.
In the future, we will follow up more on this line of
research to investigate if such a phenomenon persists at
other points in time throughout history in the U.S. House
and Senate or even in other country’s political systems.

Now, we narrow down the feature analysis illustrated in
Figure 5 to investigate contributing features in each of the
three overall factors in more detail. We make the following
observations according to the results shown in this figure:

• Among the ideological factors, the bill embedding has the
highest contribution. This seems reasonable since, after
all, it is a bill that is being voted on.

• Interestingly and somehow surprisingly, the embeddings
associated with cosponsors are more effective than those
of sponsors. It is known that over half of bills being
introduced into U.S. Congress are cosponsored [25].
Therefore, based on this fact, it allows our model to cate-
gorize whether a given bill has received no cosponsors, or
when aggregated across all cosponsors the average repre-
sentative embedding can provide insight into whether it
has received bipartisan support, or only from a single
party. This is due to the fact that the embeddings of
the representatives are designed such that they hold their
ideology and thus likely easily separable in the embedded
space for our model.

• Almost the entire contribution of the party features
(though very insignificant compared to other factors)
stems from the cosponsors party of bills. Similar to
ideological factors, this indicates that cosponsors play
an important role whose even party affiliation should be
taken into account, but as expected, the learned embed-
dings about the representative’s ideology are significantly
more important than just knowing the political party they
are associated with.

• However, for the network features, we observe the oppo-
site as compared to the embedding and party features in
that here the sponsors have a stronger signal. This is likely
because aggregating over all the votes a representative has
given to a bill proposed by any of the current cosponsors

(which tends to be a very large set of votes) results in a
more noisy signal as compared to the party or embeddings
features (which is just on the order of the number of
cosponsors) that can retain most of the information.

• When comparing between the two network features, we
observe that the features related to balance theory were
more insightful than the social ones that looked at how a
voters behavior was with past proposed bills by the same
(co)sponsor. One reasoning for this is that the balance
theory based features are more principled and looking
at a more global view, as compared to the local social
features that only look at bills previously proposed by
that (co)sponsor. Also, this is likely due to the fact our
balance related features are based on pseudo-triangles we
extracted from our constructed signed bipartite network
(that we note naturally does not contain triangles) and
are related to the features extracted in [18] where they
were observed to be well suited for predicting whether
the sign of a missing link would be positive or negative.

V. RELATED WORK

Our work has focused on the problem of predicting future
congressional votes using our end-to-end multi-factor frame-
work MFCVP. Some of the early work on congressional roll-
call vote analysis focused on using Bayesian statistical meth-
ods [2]. Later in [5], a thorough investigation showed that ideal
point models were lacking as compared to directly utilizing the
bills to provide a natural vector representation. More recently
some work has begun to incorporate and link other metadata
into the analysis and predictions of congressional votes [3],
[26], [27]. In [28] they focused their attention on using Twitter
to analyze how representatives interact on social media and
how this correlated with their voting habits. There recently
has been a few works that have also modeled the roll-call
vote history as a signed network where they wanted to either
investigate the correlation clustering problem for the Brazil-
ian Chamber of Deputies [29] or European Parliament [30],
focus on the analysis of communities [6], or analyzing their
structural balance [8]. Other related work was to specifically
predict votes on the North American Free Trade Agreement
(NAFTA) [31], whether or not proposed bills will ever even
make it to a roll-call vote [32], and attempting to understand
the coalitions over time and the stability of the government
when parties split [7]. Finally, similar to our approach, hybrid
models wherein simultaneously multiple factors are taken into
account are increasingly being employed in different machine
learning areas [33]–[36].

VI. CONCLUSION

In this paper, we identified multiple broad and compre-
hensive factors for predicting congressional votes, namely
ideological and social factors. We introduced our end-to-
end framework MFCVP that represents the ideology factors
of the representatives and bills using doc2vec models fed
with their Wikipedia profile pages and bill texts, respectively.
For the social factors, MFCVP constructs a signed bipartite



network from the representatives’ historical voting behaviors
to extract principled features utilizing social balance theory.
Lastly, MFCVP takes into account the party affiliations as a
final social factor. We observed, after conducting extensive
experiments, that our MFCVP framework is able to achieve
superior performance at both the local individual represen-
tative vote prediction as well as at the global roll-call vote
prediction when compared to several representative baselines.

There exist several future directions to extend our MFCVP
framework. First, the ideological factors can be extended
to incorporate more social media sources (e.g., Twitter or
Facebook). Second, we will focus our attention on obtaining
more advanced network features such as global signed node
similarities [37] and investigating the applicability of other
signed social theories, such as status theory [18], to gain better
prediction accuracy.
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