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Abstract—Due to the fact much of today's data can be represented as graphs, there has been a demand for generalizing neural network models for graph data. One recent direction that has shown fruitful results, and therefore growing interest, is the usage of graph convolutional neural networks (GCNs). They have been shown to provide a significant improvement on a wide range of tasks in network analysis, one of which being node representation learning. The task of learning low-dimensional node representations has shown to increase performance on a plethora of other tasks from link prediction and node classification, to community detection and visualization. Simultaneously, signed networks (or graphs having both positive and negative links) have become ubiquitous with the growing popularity of social media. However, since previous GCN models have primarily focused on unsigned networks (or graphs consisting of only positive links), it is unclear how they could be applied to signed networks due to the challenges presented by negative links. The primary challenges are based on negative links having not only a different semantic meaning as compared to positive links, but their principles are inherently different and they form complex relations with positive links. Therefore we propose a dedicated and principled effort that utilizes balance theory to correctly aggregate and propagate the information across layers of a signed GCN model. We perform empirical experiments comparing our proposed signed GCN against state-of-the-art baselines for learning node representations in signed networks. More specifically, our experiments are performed on four real-world datasets for the classical link sign prediction problem that is commonly used as the benchmark for signed network embeddings algorithms.

Index Terms—Signed Networks, Graph Convolutional Networks, Network Embedding, Balance Theory

I. INTRODUCTION

Recently there has been a large and growing interest of generalizing neural network models to structured data, with one of the most prevalent structures being graphs (such as those found in social media). The idea of generalizing neural network models to graph structures has lately started to become more developed by overcoming the difficulties and trade-offs previously associated with fast heuristics compared to slow and more principled approaches. Graph convolutional neural networks (GCNs) [1]–[7] are modeled after the classical convolutional neural networks [8]. The first GCN introduced for learning representations at the node level was in [4], where they utilized GCNs for the semi-supervised node classification problem. Furthermore, learning low-dimensional node representations have been previously proven to be useful in many network analysis tasks beyond node classification [9].

such as link prediction [10], community detection [11], and visualization [12].

Previous work has mostly focused on using GCNs for unsigned graphs (or graphs consisting of only positive links). However, especially with the ever growing popularity of online social media, signed graphs are becoming increasingly ubiquitous. This naturally leads the question as to whether unsigned GCNs are suitable to be used on signed networks. Unfortunately, there are many reasons as to why unsigned GCNs are not capable of learning meaningful node representations in signed networks. First, it is unclear how they would handle the availability of negative links in signed networks, and furthermore, negative links invalidate some of the underlying key assumptions of GCNs. For example, GCNs designed for unsigned networks learn a node representation using the fundamental social theory homophily [13], which states users having connections are more likely to be similar than those without links. Hence, the aggregation processes of GCNs use local neighborhood information when constructing the low-dimensional embedding for each node. However, homophily may not be applicable to signed networks [14]. Instead, in signed networks, there are specific social theories and principles defined in the context of having both positive and negative links. Therefore dedicated efforts are needed for redesigning GCNs specifically for signed networks.

Although it is now clear that GCNs will need to be specifically redesigned to provide the same fruitful performance as previously shown in unsigned networks when applied to signed networks, there are still tremendous challenges to overcome. When designing signed GCNs the primary challenges are: (1) how to correctly handle negative links, since their properties are inherently different than those of positive links; and (2) how to combine the positive and negative links into a single coherent model to learn effective node representations. Thus, we turn our attention towards social theories specific to signed networks (similarly to how the unsigned models were constructed using unsigned theories like homophily). More specifically, one fundamental signed network social theory that had been developed in social psychology is balance theory [15], [16]. If we can harness the power of this signed network social theory, which provides a better understanding of negative links and how they form complex relations with positive links, then this offers the opportunity to solve these two challenges when incorporating these ideas into our framework of designing a signed GCN. Our major contributions are listed as follows:
Propose a Signed Graph Convolutional Network (SGCN) that is constructed based on balance theory to correctly integrate negative links during the aggregation process;

Construct an objective function for our SGCN based on signed network social theories to easily learn an effective low-dimensional representation for each node in the network; and

Conduct experiments on four real-world signed networks to comprehensively demonstrate the effectiveness of our proposed SGCN framework.

II. THE PROPOSED FRAMEWORK

Graph convolutional neural networks have recently started to become more developed and have already shown their superiority in extracting and aggregating information from graph data. Their use cases spread over the vast field of network analysis, but one such domain that has shown to be very influential recently is network embedding. The discovery of representative low-dimensional features for each node in the network has previously shown to enhance many tasks from link prediction and node classification, to community detection and visualization. However, previous work has mostly focused on constructing GCNs for unsigned networks. Due to the inherent differences between unsigned and signed networks, this leaves a gap that we seek to bridge with the development of a signed graph convolutional network (SGCN).

Even with dedicated efforts towards the construction of a GCN specific to signed networks, there are still tremendous challenges we must face and overcome. The first of which is figuring out how we can correctly incorporate negative links during the aggregation process. We cannot simply treat the negative links the same as positive links, since their properties and semantic meaning vastly differ. The second challenge is how we can combine the two sets of links (i.e., positive and negative) into a single coherent model. This combination is essential because certainly positive and negative links interact in the network structure in complex ways and indeed are not segregated and isolated from each other.

In this work we propose to go to the roots of signed network analysis and utilize one of the most fundamental and indispensable signed social theories developed in social psychology, balance theory [15], [16]. We harness balance theory to construct a bridge to connect the gap between the ongoing development of GCNs for unsigned networks and signed networks. In the remainder of this section we will first briefly discuss a general GCN framework in the unsigned network setting and discuss the relationships of this framework to the structure of signed networks. Then we introduce balance theory and how we can use this signed social theory to correctly capture both positive and negative links simultaneously during the aggregation process. Thereafter, we present how to learn the parameters of our SGCN – first through the construction of an objective function designed to effectively learn the node representations in signed networks, and finally discussing the optimization procedure taken to optimize our proposed objective.

Before introducing the details of the framework, we introduce some definitions and notations that will be used throughout this paper. Let \( \mathcal{G} = (\mathcal{U}, \mathcal{E}^+, \mathcal{E}^-) \) be a signed network, where \( \mathcal{U} = \{u_1, u_2, \ldots, u_n\} \) represents the set of \( n \) nodes while \( \mathcal{E}^+ \subset \mathcal{U} \times \mathcal{U} \) and \( \mathcal{E}^- \subset \mathcal{U} \times \mathcal{U} \) denote the sets of positive and negative links, respectively, where \( \mathcal{E}^+ \cap \mathcal{E}^- = \emptyset \). We use \( A \in \mathbb{R}^{n \times n} \) to denote the adjacency matrix of the signed network \( \mathcal{G} \), where \( A_{ij} = 1 \) means there exists a positive link from \( u_i \) to \( u_j \), \( A_{ij} = -1 \) denotes a negative link, and \( A_{ij} = 0 \) otherwise (meaning no link from \( u_i \) to \( u_j \)).

A. Unsigned Graph Convolutional Networks

Currently, most GCNs have a similar structure in that they utilize a convolutional operator that can share weights across all locations in the graph. The benefits of this neural network structure in graphs as compared to the cumbersome fully connected models are at least three fold: 1) it avoids the parameter explosion associated with fully connected layers; 2) it allows for parameter sharing across the network to avoid overfitting; and 3) a single GCN is capable of handling as input graphs of varying structures and even sizes. Note that the aggregation functions are the components for GCNs where they primarily differ.

Limitations of unsigned GCN for signed networks: Given the above discussion on the unsigned GCN framework, we note that in relation to signed networks this would be similar to applying the unsigned GCN on the positive only adjacency matrix \( A^+ \) where \( A^+_{ij} = 1 \) if there exists a positive link between users \( u_i \) and \( u_j \), and 0 otherwise. However, this would ignore the negative links.

Initially, our thoughts may lead to some naïve approaches of handling the negative links by either ignoring them, treating them the same or the negation of positive links, or separately applying the GCN framework to first the positive network, and then the negative network with finally combining them at the end stage. However, each of these methods are either based on incorrect assumptions or ignoring parts of the rich information awaiting to be extracted from the complex network structure of signed networks. For example, trivially treating the negative links the same as the positive links would be an incorrect assumption, since negative links have been shown to have different principles and semantically represent vastly different meanings. Similarly, treating negative links as the negation of positive links is likely an incorrect assumption [14]. This leaves the last two initial thoughts of ignoring the negative links or applying an unsigned GCN separately on the positive only and negative only networks, but intuitively this ignores a large amount of information including signed social theories [15]–[17]. Therefore, next we will discuss one such signed social theory, balance theory [15], [16] and how we propose to harness it for capturing both the positive and negative links coherently together during the aggregation process.

B. Aggregation paths with positive and negative links

Balance theory [15], [16] implies “the friend of my friend is my friend” and “the foe of my friend is my foe”. The theory classifies cycles in a signed network as being either...
balanced or unbalanced, where a balanced (or unbalanced) cycle consist of an even (or odd) number of negative links. Similarly, we denote a balanced path (or unbalanced path) as one that consists of an even (or odd) number of negative links. Therefore we can see that if a path of length \( l \) from \( u_i \) to \( u_j \) has an even number of negative links, then balance theory would suggest a positive link between \( u_i \) an \( u_j \). We place the users that reach \( u_i \) along a balanced (or unbalanced) path of length \( l \) in the set \( B_i(l) \) or \( U_i(l) \). In Figure 1 we provide an illustration of how all the signed paths of a given length would place users along paths from \( u_i \) into their respective sets.

Before continuing, we define \( N_i^+ \) to be the set of positive neighbors of a user \( u_i \), i.e., \( u_j \in N_i^+ \) if \( A_{ij} = 1 \). We similarly denote the set of negative neighbors for user \( u_i \) as \( N_i^- \), where \( u_j \in N_i^- \) when \( A_{ij} = -1 \). In Figure 1 we can see that when having a balanced path of length \( l \) from \( u_i \) to some user \( u_k \) (i.e., \( u_k \in B_i(l) \)), then all the positively linked neighbors of \( u_k \) (which we denoted as the set \( N_k^+ \)) would be placed in \( B_i(l + 1) \). This is because adding a positive link to a balanced path still results in a balanced path. Similarly, we denote a cycle consist of an even (or odd) number of negative links. Therefore we can see that if a path of length \( l \) in the set \( B_i(l) \) or \( U_i(l) \) then its balanced (or unbalanced) path would place users along paths from \( u_i \) into their respective sets.

From Figure 1 we can also obtain the balanced and unbalanced sets \( B_i(l + 1) \) and \( U_i(l + 1) \) of length \( l + 1 \), respectively for user \( u_i \), from the sets \( B_i(l) \) and \( U_i(l) \) of length \( l \). A recursive definition for calculating the balanced and unbalanced sets from the perspective of user \( u_i \) as follows:

When \( l = 1 \), \( B_i(1) = \{ u_j \mid u_j \in N_i^+ \}; \ U_i(1) = \{ u_j \mid u_j \in N_i^- \}. \)

For \( l > 1 \),

\[
B_i(l + 1) = \{ u_j \mid u_j \in B_i(l) \text{ and } u_j \in N_i^+ \}
\]

\[
\cup \{ u_j \mid u_k \in B_i(l) \text{ and } u_j \in N_k^- \}
\]

\[
U_i(l + 1) = \{ u_j \mid u_k \in U_i(l) \text{ and } u_j \in N_k^+ \}
\]

\[
\cup \{ u_j \mid u_k \in B_i(l) \text{ and } u_j \in N_k^- \}. \quad (1)
\]

We note that these definitions, based upon balance theory, now allow us a principled way of aggregating and propagating information in signed networks using balanced and unbalanced paths/sets. Next we will propose aggregation functions for our signed GCN and follow with the rest of the details of our framework.

C. Signed Graph Convolutional Network

Before formalizing our signed graph convolutional network, we provide some insights and intuitions behind the construction. First, in unsigned GCNs, when constructing a node representation, they aggregate their immediate local neighbors’ information into a single representation and then through the use of multiple layers, propagate this in the network allowing a node to incorporate information from a multi-hop neighborhood. However, in signed networks, not all neighbors are the same. This is because semantically users that are connected through positive (or negative) links are “friends” (or “foes”). Similarly, for users in \( u_i \)’s balanced (or unbalanced) sets, balance theory would suggest they are their “friends” (or “foes”). Therefore, we propose rather than maintaining a single representation for each node, we keep a representation of both their “friends” and “foes”, which provides a more thorough representation of a given user.

In Figure 2 we provide an illustration of how we plan to aggregate and propagate information in signed networks. Note that the circles labeled \( l = 1, 2, \ldots, L \) are used to denote how many hops away the user is from \( u_i \) and simultaneously denotes at which layer in our signed GCN that user’s information will be incorporated. We can observe that we could have a separate aggregator to incorporate information from each respective balanced and unbalanced sets. For example, in the first layer of Figure 2 we can see that the two positive neighbors of \( u_i \) will be incorporated into the level one “friend” representation through the use of aggregator \( B(1) \). Similarly, through the use of a second layer in our GCN, we can incorporate the two-hop neighbors. However, the crucial step here is that we must aggregate the information of these neighbors correctly to adhere to balance theory. Therefore we employ a second set of aggregators, namely \( B(2) \) and \( U(2) \) which will help propagate the information from users in sets \( B_i(2) \) and \( U_i(2) \), respectively. For example, aggregator \( U(2) \) seeks to utilize the information from users along paths that consist of one positive and one negative link (in either ordering).

While aggregating and propagating information in our SGCN, we will maintain two representations at each layer, one for the corresponding balanced set of users (i.e., suggested “friends”), and one for the users in the respective unbalanced set (i.e., suggested “foes”). Similar to the unsigned GCN, we use \( h_i^{B(0)} \in \mathbb{R}^{d_{in}} \) to represent the initial \( d_{in} \) node features for user \( u_i \). Thus, for the first aggregation layer, we utilize the following:

\[
h_i^{B(1)} = \sigma \left( W^{B(1)} \left[ \sum_{j \in N_i^+} \frac{h_j^{(0)}}{|N_i^+|} , h_i^{(0)} \right] \right) \quad (2)
\]

\[
h_i^{U(1)} = \sigma \left( W^{U(1)} \left[ \sum_{k \in N_i^-} \frac{h_k^{(0)}}{|N_i^-|} , h_i^{(0)} \right] \right) \quad (3)
\]
where $\mathbf{W}^{B(1)}, \mathbf{W}^{U(1)} \in \mathbb{R}^{d_{\text{out}} \times 2d_{\text{in}}}$ are for the “friends” and “foes” coming from sets $B_i(l)$ and $U_i(l)$, respectively, $\sigma$ is a non-linear activation function, and $d_{\text{out}}$ is the length of the two internal hidden representations. More specifically, for determining the hidden representation $\mathbf{h}_i^{B(1)}$ we also concatenate the hidden representation of user $u_i$, along with the mean of the users in set $B_i(l)$. In all subsequent layers, the aggregation is more complex, just as the definition of $B_i(l)$ an $U_i(l)$ were more complex when $l > 1$ in (4) due to the cross linking of negative links as seen in Figure 1. The aggregations for $l > 1$ are defined as follows:

$$h_i^{B(l)} = \sigma \left( \mathbf{W}^{B(l)} \left[ \sum_{j \in \mathcal{N}_i^+} \frac{h_j^{B(l-1)}}{|\mathcal{N}_i^+|}, \sum_{k \in \mathcal{N}_i^-} \frac{h_k^{B(l-1)}}{|\mathcal{N}_i^-|}, h_i^{B(l-1)} \right] \right)$$

$$h_i^{U(l)} = \sigma \left( \mathbf{W}^{U(l)} \left[ \sum_{j \in \mathcal{N}_i^+} \frac{h_j^{U(l-1)}}{|\mathcal{N}_i^+|}, \sum_{k \in \mathcal{N}_i^-} \frac{h_k^{U(l-1)}}{|\mathcal{N}_i^-|}, h_i^{U(l-1)} \right] \right)$$

where $\mathbf{W}^{B(l)}, \mathbf{W}^{U(l)} \in \mathbb{R}^{d_{\text{out}} \times 3d_{\text{in}}}$ for $l > 1$. Note that we are utilizing the same logic here as when defining the sets $B_i(l)$ and $U_i(l)$. When gathering user $u_i$’s “friend” representation (i.e., $h_i^{B(l-1)}$) at layer $l$ (when $l > 1$) it is based upon aggregating the “friend” representation at layer $(l - 1)$ (i.e., $h_i^{B(l-1)}$) for all positively linked neighbors $u_j \in \mathcal{N}_i^+$ while simultaneously collecting the average amongst the “foe” level $(l - 1)$ (i.e, $h_j^{U(l-1)}$) information from all negatively linked neighbors $u_k \in \mathcal{N}_i^-$. Thus, for the case when $l = 2$ we can see the “friend” representation is in fact gathering information from not only their direct friends (i.e., positively linked neighbors), but also (at the two hop level) friends of friends’, and foes of foes’. Similarly, in the case of $l = 2$ our hidden representation $\mathbf{h}_i^{U(l)}$ (i.e., user $u_i$’s “foe” representation), the first layer would have gathered direct negatively linked neighbor information, but in the second layer, we are gathering from $u_i$’s friends’ foes and their foes’ friends.

We briefly summarize the entire framework of SGCN. The aggregation process in the first layer is performed according to (2) and (3). If the total number of layers in the SGCN is greater than one (i.e. $L > 1$), then we perform the subsequent aggregations according to (4). Finally, we concatenate the two hidden representations for user $u_i$, namely $\mathbf{h}_i^{B(L)}$ and $\mathbf{h}_i^{U(L)}$ together into a single low-dimensional representation.

Next we design an objective function to learn the parameters of SGCN. The objective function for SGCN is based upon two components. The first term incorporates an additional layer for performing a weighted multinomial logistic regression (MLG) classifier where we classify the relation between a pair of users. More specifically, we construct a set $\mathcal{M}$, which contains triplets of the form $(u_i, u_j, s)$ which denotes the pair of users $(u_i, u_j)$ along with $s \in \{+, -, ?\}$ for denoting whether there was a positive, negative, or no link. For input into the classifier, we use the final embeddings for users $u_i$ and $u_j$ concatenated together (i.e., $[z_i, z_j]$) and $\omega_s$ is the weight associated with class $s$. We introduce a second term that is founded on extended structural balance theory and controlled by $\lambda$. The goal of this second term is to have positively linked users closer in the embedded space than the no link pairs, and the no link paired users should be closer than users having a negative link between them. The overall objective is formalized in the following:

$$\mathcal{L}(\theta^W, \theta^{\text{MLG}}) = \text{Reg}(\theta^W, \theta^{\text{MLG}})$$

where $\mathcal{M}(s)$ are the sets for the pairs of positive and negatively linked users, respectively, where for every linked pair $(u_i, u_j)$ we further sample another user $u_k$ randomly having no link to $u_i$. For updating the parameters, we utilize the same stochastic gradient descent (SGD) style updating as presented in (6).

### III. EXPERIMENTS

In this section, we experimentally evaluate the effectiveness of the proposed signed graph convolutional network (SGCN) in learning node representations. We seek to answer the following questions: (1) Is SGCN capable of learning meaningful low-dimensional representations? and (2) Does the introduction of balance theory into the aggregation process along with longer path information provide a performance increase in learning the node embeddings?

To address the first question, we conduct experiments to measure the learned embedding quality by performing the most fundamental signed network analysis task, namely link sign prediction [18]. To answer the second question, we investigate variants of our framework that do not exploit the longer paths or that do not make use of balance theory.

### A. Experimental Settings

In this subsection, we begin by introducing our datasets, the link sign prediction problem, and the metrics used for evaluation.

For our study of learning representations using signed graph convolutional networks, we conduct our experiments on four real-world signed network datasets, i.e., Bitcoin-Alpha, Bitcoin-OTC, Slashdot and Epinions. We note that for each of these datasets we perform our experiments on the undirected signed networks and have further filtered out users randomly from the two larger networks (Slashdot and Epinions) that had very few links. We summarize these datasets in Table 1 with some basic statistics.

The problem of predicting the signs of links [18] is that a set of existing links in the signed network that had been held out of the training set, we wish to predict their signs between those pairs of users. Thus, a binary classifier is used

$$\theta^W$$ represents the weight matrices used in the layers of our SGCN, $\theta^{\text{MLG}}$ denotes the parameters of the MLG classifier, $\text{Reg}(\theta^W, \theta^{\text{MLG}})$ we use for regularization, $\mathcal{M}(+?)$ and $\mathcal{M}(-?)$ are the sets for the pairs of positive and negatively linked users, respectively.
to predict the sign based on a set of input features from the pair of users (more specifically we employ a logistic regression model). In our case we concatenate the final embeddings of the two users together as the set of features. The model is trained using the labeled edges from the training data. For evaluation, since the positive and negative links are unbalanced, we utilize both F1 score and Area Under the receiver operating characteristic Curve (AUC). We note that higher F1 and AUC both mean better performance. For each dataset, we randomly choose 20% of the data as test, and the remaining 80% as training. Note that we used a grid search along with cross validation on the training data to tune the hyperparameters of our model.

B. Performance Comparison

Here we present some existing state-of-the-art signed network embeddings methods. For succinctness we do not include unsigned methods since previous signed network embedding work has shown their superiority over the non-dedicated efforts towards signed network embeddings. The baselines are as follows:

- Signed Spectral Embedding (SSE) [12]: A spectral clustering algorithm based on the proposed signed version of the Laplacian matrix. We utilize the top-$d^\text{out}$ eigenvectors corresponding to the smallest eigenvalues as the embedding vectors for each node.
- SiNE [19]: This method is a deep learning framework that utilized extended structural balance theory.
- SIDE [20]: A random walk based method, utilizing balance theory, is used to obtain indirect connections for a likelihood formulation.

Furthermore, we propose to evaluate the following two variants of our model:

- SGCN-1: This method only makes use of the first single aggregation layer and therefore only separates the positive from the negative links (i.e., does not yet make use of balance theory and our defined balanced paths).
- SGCN-1+: This method similar to SGCN-1 does not make use of balance theory, instead it performs the naïve aggregation of the first layer, but twice. In other words, the final representation for each user is based on propagating information along the positive links twice, and the negative links twice, separately.

Some final notes are the following: 1) in our experiments we do not have node attributes, therefore instead we use the final embedding of the SSE model as the input feature matrix to all our SGCN variants; 2) for all embedding methods we fixed the final low-dimensional representation to be 64; 3) we used the authors released code for SiNE and use their suggested hyperparameters [19] for our experiments; 4) for SIDE, we use the authors implementation and the suggested hyperparameter settings from [20], but for the unsuggested parameters we used a grid search around their code’s default settings; 5) our code for SGCN-2 can be found on our website, and 6) for our models we set $\lambda = 5$ and the “friend” and “foe” hidden representations were each set to 32, such that the final embeddings were of size 64.

C. Comparison Results

The comparison results in terms of AUC and F1 are demonstrated in Tables I and II. For this table, we make the following observations: 1) SGCN-1 obtains comparable performance with the best performance from the baselines. This observation suggests that it is necessary to separate positive and negative links; 2) SGCN-1+ outperforms SGCN-1. The results indicate that propagating multiple steps during the aggregation can help improve the performance; and 3) Most of the time, SGCN-2 outperforms SGCN-1 and SGCN-1+. Aggregation following the longer balance and unbalanced paths can boost the performance.

IV. RELATED WORK

In this section, we present and discuss related work on signed networks and on the recent development of graph convolutional networks.

While some problems such as link sign prediction [18], [21] and the suggested hyperparameter settings from [20], but for the unsuggested parameters we used a grid search around their code’s default settings; 5) our code for SGCN-2 can be found on our website, and 6) for our models we set $\lambda = 5$ and the “friend” and “foe” hidden representations were each set to 32, such that the final embeddings were of size 64.
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The early works on using convolutional neural networks for graphs focused on employing them on the entire network (and hence do not scale to larger networks) and/or designed for learning representations for the whole entire network for graph classification \([1, 2, 3, 5, 7]\) (as compared to learning node representations). The original GCN algorithm \([3]\) was instead designed to learn representations at the node level. More recently, GraphSAGE \([6]\) extended the ideas presented in \([4]\) by first providing an inductive setting, introduced numerous aggregation functions, and an efficient strategy to utilize SGD. However, all the above mentioned GCNs have only been defined to handle unsigned networks.

V. CONCLUSION

In conclusion, since existing GCNs are inherently unable to handle the complexities and challenges associated with the inclusion of negative links, we proposed a dedicated effort using balance theory, the fundamental social psychology theory designed to provide insights into how positive and negative links interact in the complex signed networks. This allowed us to bridge the gap between the recent advances in unsigned GCNs and the domain of signed network analysis. Using our constructed signed graph convolutional network, we performed empirical evaluations through experiments on four real-world signed networks showing the superiority of SGCNs over state-of-the-art signed network embedding methods for link sign prediction.

For our future work, we first plan to further investigate the usage of SGCNs for other signed networks tasks, such as node classification and tie strength predictions. Thereafter, we will focus on using other deep learning architectures for constructing a deep generative network model for signed networks.
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